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How can we remove induced even cycles from G (n, p)?

Let G = G (n, p), p ∈ [0, 1] and let h ≥ 4 be an integer.

Question

How can we add or delete edges of G to eliminate all induced cycles of
length h?

3 ways to do this: (Red = remove all edges, Green = add all edges)

2 parts, h odd
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Goal: minimise the expected proportion of edge changes.
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The theory of edit distances - a way to formalise this

Definition

Given two graphs G and G ′ on the same vertex set with |V (G )| = n, we
define dist(G ,G ′) = |E (G )∆E (G ′)| /

(n
2

)
.

Definition

Given a graph G and a class of graphs H, we define
dist(G ,H) = min {dist(G ,G ′) : G ′ ∈ H,V (G ) = V (G ′)}.

A hereditary property H is a class of graphs which is closed under taking
induced subgraphs. We can write

H =
⋂
H∈F

Forb(H),

where Forb(H) is the class of graphs which have no induced subgraph H,
and F is minimal with respect to taking induced subgraphs.
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Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) =

lim
n→∞

max

{
dist(G ,H) :

|V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋

}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) =

lim
n→∞

max

{
dist(G ,H) :

|V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋

}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) =

lim
n→∞

max

{
dist(G ,H) :

|V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋

}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) = lim
n→∞

max

{
dist(G ,H) :

|V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋

}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) = lim
n→∞

max

{
dist(G ,H) :

|V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋

}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) = lim
n→∞

max

{
dist(G ,H) : |V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) = lim
n→∞

max

{
dist(G ,H) : |V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



Finding the furthest graph from a hereditary property

Theorem (Alon and Stav, 2008)

For any hereditary property H, there exists p∗ = p∗(H) such that for all n,

max{dist(G ,H) : |V (G )| = n} = E[dist(G (n, p∗),H)] + o(1)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) = lim
n→∞

max

{
dist(G ,H) : |V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋}
.

1 The limit exists for all hereditary properties.

2 The function is continuous and concave down.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 4 / 12



The connection to G (n, p)

Definition (The edit distance function)

Let H be a hereditary property and p ∈ [0, 1], we define the edit distance
function to be

edH(p) = lim
n→∞

max

{
dist(G ,H) : |V (G )| = n, |E (G )| =

⌊
p

(
n

2

)⌋}
.

Theorem (Balogh and Martin, 2008)

For any hereditary property H and any p ∈ [0, 1] we have

edH(p) = lim
n→∞

E [dist(G (n, p),H)] .

=⇒ For every p, G (n, p) determines the edit distance function.

If we can find a ‘nice’ way to calculate E [dist(G (n, p),H)], we are done.
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The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].
What’s known:

h = 3, 4 - Marchant and Thomason (2010)
h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].

What’s known:

h = 3, 4 - Marchant and Thomason (2010)
h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].
What’s known:

h = 3, 4 - Marchant and Thomason (2010)
h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].
What’s known:

h = 3, 4 - Marchant and Thomason (2010)

h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].
What’s known:

h = 3, 4 - Marchant and Thomason (2010)
h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].
What’s known:

h = 3, 4 - Marchant and Thomason (2010)
h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].
What’s known:

h = 3, 4 - Marchant and Thomason (2010)
h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



The property Forb(Ch)

Goal: Determine edForb(Ch)(p) for p ∈ [0, 1].
What’s known:

h = 3, 4 - Marchant and Thomason (2010)
h ∈ {3, . . . , 9} - Martin (2013)

Theorem (Peck, 2013)

Let h ≥ 4. Then the following hold.

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

Amarja Kathapurkar Removing induced even cycles from a graph 14th-18th September 2020 6 / 12



Connection with initial question

If h is odd, then for all 0 ≤ p ≤ 1, we have

edForb(Ch)(p) = min

{
p

2
,

p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

,
1− p⌈
h
2

⌉
− 1

}
.

What happens below p = dh/3e−1?
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Connection with initial question

If h is even, then for all dh/3e−1 ≤ p ≤ 1, we have
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Our result

To recap:

When h is odd, edForb(Ch)(p) is completely know.

When h is even edForb(Ch)(p) is known for dh/3e−1 ≤ p ≤ 1.

Theorem (K., Mycroft, 2020+)

If h ≥ 4 is even, then for all p0 ≤ p ≤ dh/3e−1, we have

edForb(Ch)(p) =
p(1− p)

1 + (
⌈
h
3

⌉
− 2)p

.

Remarks:

Here, p0 = p0(h) ≈ c/h2.

In other words, we show the third construction is optimal.

In fact, we show a more general result, for the property Forb(C t
h).
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Powers of cycles

Definition

Let h, t ≥ 3 be integers. The t-th power of a cycle Ch, denoted C t
h , is

formed by adding edges between vertices at distance at most t on Ch.

For example, C 2
8

•

•
•

•

•

•
•

•

Goal: Determine edForb(C t
h)

(p).
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Determining edForb(C t
h)(p)

What was known?

t = 1 - the cycles case.
Berikkyzy, Martin and Peck (2019) - determined edForb(C t

h)
(p)

For 0 ≤ p ≤ 1 when (t + 1) - h, and

For dh/(2t + 1)e−1 ≤ p ≤ 1 when (t + 1) | h.

Analogue of Peck for powers of cycles.

Theorem (K., Mycroft)

Let t, h be integers with (t + 1) | h and h ‘sufficiently large’. Then for
p1 ≤ p ≤ dh/(2t + 1)e−1, we have

edForb(C t
h)

(p) =
p(1− p)

t +
(⌈

h
2t+1

⌉
− t − 1

)
p
.

p1 = p1(t, h) ≤ ct2/h2.

When t = 1, p1 = p0 - generalisation of our previous result.
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Proof outline

Goal: We want to determine edForb(Ch)(p) when h is even and

p ≤ dh/3e−1.

1 Balogh and Martin (2008) - Enough to think about just G (n, p).
2 Marchant and Thomason (2010) - Optimum way must be a ‘nice

partition’.

For every part, we either add all or remove all edges inside it.
For every pair of parts, we either add all, remove all, or do not change
any edges going between them.
The number of parts does NOT depend on n.

3 Suppose there is something better than the third construction for
small p.

4 CONTRADICTION!
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Thank you!
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