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A very real real-world example

Post-COVID partying

- Successful vaccine
I Adopted worldwide → herd immunity
I Social distancing a thing of the past

- Reuniting with friends
I Many friends you'd like to see again
I Invite them over for a party

Objectives

- Form a guest list such that:
I Every pair has common interests to discuss
I Invite as many friends as possible
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A mathematical formulation

Sets of sets
- Interests

I Universal set of possible interests
I Take the set to be [n] = {1, 2, . . . , n}

- Friends
I Friend ↔ F ⊆ [n]
I Collection of all friends ↔ 2[n]

- Guest list
I Set of friends ↔ family of sets F ⊆ 2[n]

De�nition (Intersecting family)

A family F ⊆ 2[n] is intersecting if, for all F ,F ′ ∈ F , we have
F ∩ F ′ 6= ∅. That is, F does not contain a disjoint pair.
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Large parties
An extremal problem

How large can an intersecting family F ⊆ 2[n] be?

Constructions
- Trivial intersections

I Fix i ∈ [n]
I Take Fi =

{
F ∈ 2[n] : i ∈ F

}
I |Fi | = 2n−1

- Large sets (suppose n = 2k − 1)
I Take F =

{
F ∈ 2[n] : |F | ≥ k

}
I No room for a disjoint pair
I |F| =

∑n
i=k

(
n
i

)
= 2n−1

Can we do better?
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An upper bound

Theorem (Folklore)

If F ⊆ 2[n] is intersecting, then |F| ≤ 2n−1.

Proof.

Partition 2[n] into 2n−1 pairs of complementary sets {F ,F c}
F intersecting ⇒ contains at most one set from each pair

⇒ |F| ≤ 2n−1

Remarks

- Every maximal intersecting family has size 2n−1

- # maximum intersecting families is 2Θ(2n/
√
n)
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Uniform friends
A restricted setting

- It is "easier" for large sets to intersect many others

- What if we only allow sets of size k?

- How large can a k-uniform intersecting family F ⊆
([n]
k

)
be?

I Assume n ≥ 2k, otherwise
(

[n]
k

)
itself is intersecting

Constructions
- Trivial intersections

I Can again take Fi =
{
F ∈

(
[n]
k

)
: i ∈ F

}
, called stars

I |Fi | =
(
n−1
k−1
)

= k
n

(
n
k

)
I Very small family when k = o(n)

- No "large sets" construction

Can we do better?
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The Erd®s�Ko�Rado Theorem

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , if F ⊆
([n]
k

)
is intersecting, then |F| ≤

(n−1
k−1
)
.

Moreover, if n > 2k , then the only maximum intersecting families

are the stars.

Various settings

- t-intersecting families

- Vector spaces

- Permutations

- Triangulations

- Triangle-intersecting graph families

- . . .
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A plethora of proofs

Many di�erent proofs known

1. Combinatorial (Erd®s�Ko�Rado, 1961)
I Use process of shifting
I Replace sets not containing 1 with sets containing 1

2. Probabilistic (Katona, 1974)
I Consider a random cyclic permutation of [n]
I Count sets that are intervals

3. Shadows (Daykin, 1974)
I F ′ ∩ F = ∅ ⇔ F ′ ⊆ F c

I Deduce bound from the Kruskal�Katona Theorem

4. Spectral (Lovász, 1979)
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The antisocial network
De�nition (Kneser graph)

Given 1 ≤ k ≤ n, the Kneser graph KG (n, k) has vertices

V =
([n]
k

)
, and edges E = {{S ,T} : S ∩ T = ∅}.

"All graphs are ugly, except the Petersen graph." � Martin Aigner
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Features of the Kneser graph

Symmetry

- Each vertex has degree
(n−k

k

)
= e−Θ(k2/n)(n

k

)

- KG (n, k) is vertex-transitive

- KG (n, k) is edge-transitive

Homogeneous sets

- Cliques in KG (n, k)↔ k-uniform hypergraph matchings

- Independent sets in KG (n, k)↔ intersecting families in
([n]
k

)
Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.
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�3 The Ho�man Bound

I. The Classics

Erd®s�Ko�Rado: Structure & Sparsi�cation



Adjacency matrices

De�nition (Adjacency matrix)

Given an n-vertex graph G = (V ,E ), its adjacency matrix
AG ∈ {0, 1}V×V is de�ned by

AG (u, v) =

{
1 if {u, v} ∈ E ,

0 otherwise.


0 1 0 1

1 0 1 0

0 1 0 1

1 0 1 0





Adjacency matrices

De�nition (Adjacency matrix)

Given an n-vertex graph G = (V ,E ), its adjacency matrix
AG ∈ {0, 1}V×V is de�ned by

AG (u, v) =

{
1 if {u, v} ∈ E ,

0 otherwise.


0 1 0 1

1 0 1 0

0 1 0 1

1 0 1 0





Spectral properties

Eigenvalues

Real-valued symmetric matrix ⇒ orthogonal basis of eigenvectors

Observation
If G is a d-regular n-vertex matrix, then the all-one vector ~1 is an

eigenvector of eigenvalue d .

Proof.
For every u ∈ V , we have

(AG
~1)(u) =

∑
v∈V

AG (u, v)~1(v) =
∑
v∈V

AG (u, v) = deg(u) = d .

⇒ AG
~1 = d ·~1
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The other eigenvalues

Notation
Given an n-vertex graph G with adjacency matrix AG , we denote

its eigenvalues by λ1 ≥ λ2 ≥ . . . ≥ λn.

Observation
We have

∑n
i=1

λi = tr(AG ) = 0. In particular, λ1 ≥ 0 ≥ λn.

Lemma
Let G be a connected d-regular graph on n vertices. Then the

following hold.

(a) d ≥ λ1 > λ2 ≥ . . . ≥ λn ≥ −d .
(b) λn = −d if and only if G is bipartite.
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Counting edges

Observation
Let G be a graph, U ⊆ V , and let ~f be the characteristic vector of

U. That is,

~f (v) =

{
1 if v ∈ U,

0 otherwise.

Then ~f TAG
~f = 2e(U).

Proof.

~f TAG
~f

=
∑

u,v∈V

~f (u)AG (u, v)~f (v) =
∑

u,v∈U
AG (u, v)

=
∑
u∈U
|{v ∈ U : {u, v} ∈ E}| = 2e(U)
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The Expander-Mixing Lemma

Lemma (Haemers, 1979; Alon�Chung, 1988)

Let G be a d-regular graph on n-vertices with eigenvalues

d = λ1 ≥ λ2 ≥ . . . ≥ λn. Then, for any subset U ⊆ V of vertices,

λn
2

(
|U| − |U|

2

n

)
≤ e(U)− d |U|2

2n
≤ λ2

2

(
|U| − |U|

2

n

)
.

Remarks
- Provided λ2, λn are small, e(U) ≈ d

n

(|U|
2

)
I Like a random graph of density d

n

- Moral: control of eigenvalues ⇒ control of edge distribution
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Ho�man's bound

Corollary (Ho�man's bound)

Given a d-regular graph G , we have

α(G ) ≤
(
−λn

d − λn

)
n.

Proof.

Let U be an independent set in G ⇒ e(U) = 0

By the lemma, e(U) ≥ d |U|2
2n + λn

2

(
|U| − |U|

2

n

)
⇒ 0 ≥ (d − λn) |U|+ λnn

⇒ |U| ≤
(
−λn
d−λn

)
n
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Expander-Mixing Proof
Lemma

λn
2
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|U| − |U|

2

n
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≤ e(U)− d |U|2

2n
≤ λ2

2

(
|U| − |U|

2

n

)
.

Proof.
Take an orthonormal basis of eigenvectors of AG

I ~wi satis�es AG ~wi = λi ~wi , for each 1 ≤ i ≤ n
I ~w1 = 1√

n
~1

Let ~f be the characteristic vector of U
I Can write ~f =

∑
i αi ~wi for some coe�cients αi

I α1 = ~f · ~w1 = ~f ·
(

1√
n
~1
)

= |U|√
n

I |U| = ~f · ~f =
(∑

i αi ~wi

)
·
(∑

j αj ~wj

)
=
∑

i α
2

i
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Expander-Mixing Proof (II)

Recall

α1 = |U|√
n

and
∑

i α
2

i = |U|

Proof (ctd).

By our observation, e(U) = 1

2
~f TAG

~f

Expand in the eigenvector basis

~f TAG
~f =

(∑
i αi ~wi

)T
AG

(∑
j αj ~wj

)
=
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i αi ~wi

)T (∑
j λjαj ~wj
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=
∑

i λiα
2

i = dα2
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+
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i≥2 λiα
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�4 Proving Erd®s�Ko�Rado

I. The Classics

Erd®s�Ko�Rado: Structure & Sparsi�cation



Piecing it all together

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.

Corollary (Ho�man's bound)

Given a d-regular graph G , we have

α(G ) ≤
(
−λn

d − λn

)
n.

The missing link

What are the eigenvalues of KG (n, k)?
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Lovász to the rescue
Theorem (Lovász, 1979)

Let n ≥ 2k , and consider the Kneser graph KG (n, k). The distinct

eigenvalues of the adjacency matrix are, for 0 ≤ j ≤ k ,

ηj := (−1)j
(
n − k − j

k − j

)
.

Moreover, ηj appears with multiplicity
(n
j

)
−
( n
j−1
)
if j ≥ 1, and

with multiplicity 1 if j = 0.

Sanity check

- Size of eigenvalues
I η0 ≥ η2 ≥ η4 ≥ . . . ≥ η5 ≥ η3 ≥ η1

- Sum of multiplicities

I 1 +
∑k

j=1

((
n
j

)
−
(

n
j−1
))

= 1 +
(
n
k

)
−
(
n
0

)
=
(
n
k

)
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Deducing Erd®s�Ko�Rado

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.

Proof.

KG (n, k) is a
(n−k

k

)
-regular graph on N :=

(n
k

)
vertices

By Lovász, the least eigenvalue is λN = −
(n−k−1

k−1
)

⇒ d − λN =
(n−k

k

)
+
(n−k−1

k−1
)

=
(
n−k
k + 1

) (n−k−1
k−1

)
= n

k

(n−k−1
k−1

)
Plug into Ho�man's bound:
I α (KG (n, k)) ≤ −λN

d−λN
· N = k

n

(
n
k

)
=
(
n−1
k−1
)



Deducing Erd®s�Ko�Rado

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.

Proof.

KG (n, k) is a
(n−k

k

)
-regular graph on N :=

(n
k

)
vertices

By Lovász, the least eigenvalue is λN = −
(n−k−1

k−1
)

⇒ d − λN =
(n−k

k

)
+
(n−k−1

k−1
)

=
(
n−k
k + 1

) (n−k−1
k−1

)
= n

k

(n−k−1
k−1

)
Plug into Ho�man's bound:
I α (KG (n, k)) ≤ −λN

d−λN
· N = k

n

(
n
k

)
=
(
n−1
k−1
)



Deducing Erd®s�Ko�Rado

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.

Proof.

KG (n, k) is a
(n−k

k

)
-regular graph on N :=

(n
k

)
vertices

By Lovász, the least eigenvalue is λN = −
(n−k−1

k−1
)

⇒ d − λN =
(n−k

k

)
+
(n−k−1

k−1
)

=
(
n−k
k + 1

) (n−k−1
k−1

)
= n

k

(n−k−1
k−1

)
Plug into Ho�man's bound:
I α (KG (n, k)) ≤ −λN

d−λN
· N = k

n

(
n
k

)
=
(
n−1
k−1
)



Deducing Erd®s�Ko�Rado

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.

Proof.

KG (n, k) is a
(n−k

k

)
-regular graph on N :=

(n
k

)
vertices

By Lovász, the least eigenvalue is λN = −
(n−k−1

k−1
)

⇒ d − λN =
(n−k

k

)
+
(n−k−1

k−1
)

=
(
n−k
k + 1

) (n−k−1
k−1

)
= n

k

(n−k−1
k−1

)
Plug into Ho�man's bound:
I α (KG (n, k)) ≤ −λN

d−λN
· N = k

n

(
n
k

)
=
(
n−1
k−1
)



Deducing Erd®s�Ko�Rado

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.

Proof.

KG (n, k) is a
(n−k

k

)
-regular graph on N :=

(n
k

)
vertices

By Lovász, the least eigenvalue is λN = −
(n−k−1

k−1
)

⇒ d − λN =
(n−k

k

)
+
(n−k−1

k−1
)

=
(
n−k
k + 1

) (n−k−1
k−1

)
= n

k

(n−k−1
k−1

)

Plug into Ho�man's bound:
I α (KG (n, k)) ≤ −λN

d−λN
· N = k

n

(
n
k

)
=
(
n−1
k−1
)



Deducing Erd®s�Ko�Rado

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , α (KG (n, k)) =
(n−1
k−1
)
.

Proof.

KG (n, k) is a
(n−k

k

)
-regular graph on N :=

(n
k

)
vertices

By Lovász, the least eigenvalue is λN = −
(n−k−1

k−1
)

⇒ d − λN =
(n−k

k

)
+
(n−k−1

k−1
)

=
(
n−k
k + 1

) (n−k−1
k−1

)
= n

k

(n−k−1
k−1

)
Plug into Ho�man's bound:
I α (KG (n, k)) ≤ −λN

d−λN
· N = k

n

(
n
k

)
=
(
n−1
k−1
)



Kneser's eigenvalues
Theorem (Lovász, 1979)

The distinct eigenvalues of KG (n, k) are, for 0 ≤ j ≤ k ,

ηj := (−1)j
(
n − k − j

k − j

)
,

with multiplicity
(n
j

)
−
( n
j−1
)
.

Dilemma

- Don't have time to cover the proof of this in lecture

- Don't know each other well enough yet for you to trust me

"Do not believe everything you read on the internet." � Socrates

- To convince you, will highlight some important eigenvectors
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A proof by example

η0 =
(
n−k
k

)
This is the degree of KG (n, k)

⇒ ~1 is an eigenvector

Since KG (n, k) is connected, the eigenvector is unique

η1 = −
(
n−k−1
k−1

)
These are the most negative eigenvalues

We will construct eigenvectors corresponding to the stars

Eigenspaces should be orthogonal
I Will need to remove the constant component
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A proof by example (II)

η1 = −
(
n−k−1
k−1

)
Recall: for i ∈ [n], Fi =

{
F ∈

([n]
k

)
: i ∈ F

}
Let ~gi be the characteristic vector of Fi

Subtract the projection onto ~1:

Write ~gi = ~fi + β~1, where ~fi is orthogonal to ~1

We have ~gi ·~1 =
∑

S∈([n]
k ) ~gi (S) = |Fi | =

(
n−1
k−1
)

But also ~gi ·~1 = ~fi ·~1 + β~1 ·~1 = β
(
n
k

)
⇒ β = k

n

⇒ ~fi (S) = ~gi (S)− k
n =

{
1− k

n if i ∈ S
−k
n if i /∈ S
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A proof by example (III)

Goal

To show
(
A~fi

)
(S) = −

(n−k−1
k−1

)
~fi (S) for all S ∈

([n]
k

)

Case: i ∈ S(
A~fi

)
(S) =

∑
T A(S ,T )fi (T ) =

∑
T :S∩T=∅ fi (T )

Since i ∈ S and S ∩ T = ∅, i /∈ T

⇒ fi (T ) = −k
n

⇒
(
A~fi

)
(S) = −k

n

(n−k
k

)
= −(n−k)

n
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)
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A proof by example (V)

Counting η1-eigenvectors

We constructed n eigenvectors, ~fi for i ∈ [n]

Multiplicity formula:
(n
1

)
−
(n
0

)
= n − 1

Our eigenvectors are linearly dependent!

Observation∑
i∈[n]

~fi = ~0.

Proof.

Let S ∈
([n]
k

)
be arbitrary∑

i∈[n]
~fi (S) =

∑
i∈S

~fi (S) +
∑

i /∈S
~fi (S)

= k
(
1− k

n

)
+ (n − k)

(−k
n

)
= 0
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An eigensummary
What we now hopefully believe

η0 =
(n−k

k

)
and η1 = −

(n−k−1
k−1

)
are indeed eigenvalues

They have multiplicity at least 1 and n − 1 respectively

Other eigenvalues

- Eigenvectors for ηj = (−1)j
(n−k−j

k−j
)
constructed similarly

- Consider those sets that contain a �xed set R ⊆ [n] of size j

- More types of sets here, depending on |S ∩ R|

Complete basis

Can construct
(n
k

)
eigenvectors ⇒ we have them all

⇒, e.g., that the span of the η0 and η1 eigenspaces is

generated by characteristic vectors ~gi of stars
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Finishing the job

Missing characterisation

- When proving the Erd®s�Ko�Rado Theorem earlier, we:

I Constructed uniform intersecting familes of size
(
n−1
k−1
)

I Proved that there are no larger intersecting families

- However, theorem gives more: classi�es all maximum families

Theorem (Erd®s�Ko�Rado, 1961)

For all n ≥ 2k , if F ⊆
([n]
k

)
is intersecting, then |F| ≤

(n−1
k−1
)
.

Moreover, if n > 2k , then the only maximum intersecting families

are the stars.

Can we get the same result with spectral techniques?
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A spectral characterisation

Equality in Ho�man's bound

- Only one single inequality in the proof
I The expander-mixing lemma

- We bounded e(U)− d |U|2
2n = 1

2

∑
i≥2 λiα

2

i ≥
1

2
λn
∑

i≥2 α
2

i

- To have equality, need αi = 0 whenever λi 6= λ1, λn

The Kneser setting

- λ1 is η0 and λn is η1

- ⇒ characteristic vector ~f of a maximum family is spanned by

the η0 and η1 eigenspaces

- ⇒ ~f is spanned by characteristic vectors of stars

- Can we show it must actually be such a vector?
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An equivalent framework

A functional perspective

- Our vectors are indexed by k-subsets of [n]: ~f ∈ R([n]
k )

- Identify k-subset S with its characteristic vector ~1S ∈ {0, 1}n
I Restrict to {0, 1}nk , vectors whose sum k

- ⇒ vector ~f is a function f from {0, 1}nk to R

Family characteristics

- We only use characteristic vectors of set families F
I ⇒ coordinates of vectors are also in {0, 1}

- ⇒ we are interested in Boolean functions f : {0, 1}nk → {0, 1}



An equivalent framework

A functional perspective

- Our vectors are indexed by k-subsets of [n]: ~f ∈ R([n]
k )

- Identify k-subset S with its characteristic vector ~1S ∈ {0, 1}n
I Restrict to {0, 1}nk , vectors whose sum k

- ⇒ vector ~f is a function f from {0, 1}nk to R

Family characteristics

- We only use characteristic vectors of set families F
I ⇒ coordinates of vectors are also in {0, 1}

- ⇒ we are interested in Boolean functions f : {0, 1}nk → {0, 1}



An equivalent framework

A functional perspective

- Our vectors are indexed by k-subsets of [n]: ~f ∈ R([n]
k )

- Identify k-subset S with its characteristic vector ~1S ∈ {0, 1}n
I Restrict to {0, 1}nk , vectors whose sum k

- ⇒ vector ~f is a function f from {0, 1}nk to R

Family characteristics

- We only use characteristic vectors of set families F
I ⇒ coordinates of vectors are also in {0, 1}

- ⇒ we are interested in Boolean functions f : {0, 1}nk → {0, 1}



An equivalent framework

A functional perspective

- Our vectors are indexed by k-subsets of [n]: ~f ∈ R([n]
k )

- Identify k-subset S with its characteristic vector ~1S ∈ {0, 1}n
I Restrict to {0, 1}nk , vectors whose sum k

- ⇒ vector ~f is a function f from {0, 1}nk to R

Family characteristics

- We only use characteristic vectors of set families F

I ⇒ coordinates of vectors are also in {0, 1}
- ⇒ we are interested in Boolean functions f : {0, 1}nk → {0, 1}



An equivalent framework

A functional perspective

- Our vectors are indexed by k-subsets of [n]: ~f ∈ R([n]
k )

- Identify k-subset S with its characteristic vector ~1S ∈ {0, 1}n
I Restrict to {0, 1}nk , vectors whose sum k

- ⇒ vector ~f is a function f from {0, 1}nk to R

Family characteristics

- We only use characteristic vectors of set families F
I ⇒ coordinates of vectors are also in {0, 1}

- ⇒ we are interested in Boolean functions f : {0, 1}nk → {0, 1}



An equivalent framework

A functional perspective

- Our vectors are indexed by k-subsets of [n]: ~f ∈ R([n]
k )

- Identify k-subset S with its characteristic vector ~1S ∈ {0, 1}n
I Restrict to {0, 1}nk , vectors whose sum k

- ⇒ vector ~f is a function f from {0, 1}nk to R

Family characteristics

- We only use characteristic vectors of set families F
I ⇒ coordinates of vectors are also in {0, 1}

- ⇒ we are interested in Boolean functions f : {0, 1}nk → {0, 1}



A�ne functions

Example: stars

- Consider ~gi , characteristic vector of the star Fi

- ~gi (S) = 1 if and only if i ∈ S

- ⇔ xi = 1, where ~x = ~1S

- ⇒ the function gi is simply gi (~x) = xi

Corollary

The span of the η0- and η1-eigenspaces is precisely the set of a�ne

functions g : {0, 1}nk → R; that is, functions of the form

g(~x) = c0 +
∑n

i=1
cixi , for some constants c0, c1, . . . , cn.
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Boolean dictatorships
Lemma (Filmus, 2016)

Let 2 ≤ k ≤ n − 2, and suppose g : {0, 1}nk → {0, 1} is a�ne.

Then either g is constant, or there is some i ∈ [n] such that

g(~x) = xi or g(~x) = 1− xi .

Proof.
Since g is a�ne, we have g(~x) = c0 +

∑
i cixi for some

coe�cients ci
Without loss of generality, c1 = min{ci : i ∈ [n]}

Given any j 6= 1, let S be a k-set containing 1 but not j

Let S ′ = S∆ {1, j}
Then g(S)− g(S ′) = cj − c1

Since g is a Boolean function (and cj ≥ c1), cj − c1 ∈ {0, 1}
⇒ cj ∈ {c1, c1 + 1} for all j
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Boolean dictatorships (II)

Case: all cj equal c1

- Then g(~x) = c0 + c1
∑

i xi = c0 + kc1

- ⇒ g is constant

Case: there is a unique ci di�erent from the others

- By adding or subtracting xi , can make all coe�cients equal

- Previous case ⇒ obtain a constant function

- ⇒ g(~x) = c ± xi for some constant c and variable xi

- g Boolean ⇒ g = xi or g = 1− xi
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Boolean dictatorships (III)

Case: two coe�cients equal c1, two equal c1 + 1

- Without loss of generality, suppose c1 = c2 and

c3 = c4 = c1 + 1

- Let S be a set containing 1, 2 but neither of 3, 4

- Let S ′ be S ∪ {3, 4} \ {1, 2}
- Then g(S ′)− g(S) = c3 + c4 − c1 − c2 = 2

- Contradicts g being Boolean

This covers all possible cases, and so the lemma is proven
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Completing Erd®s�Ko�Rado

Corollary

If n > 2k , F ⊆
([n]
k

)
is intersecting, and |F| =

(n−1
k−1
)
, then F is a

star.

Proof.

Let g be the characteristic function of F

Since |F| =
(n−1
k−1
)
, we have equality in Ho�man's bound

⇒ g is an a�ne Boolean function

Lemma ⇒ g = 0, 1, xi or 1− xi

g = 0⇔ F = ∅ � ignore
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Completing Erd®s�Ko�Rado (II)

Corollary

If n > 2k , F ⊆
([n]
k

)
is intersecting, and |F| =

(n−1
k−1
)
, then F is a

star.

Proof (ctd).

g = 1⇔ F =
([n]
k

)
� not intersecting

g = 1− xi ⇔ F is the complement of a star
I If n is large, this is not intersecting
I If n < 3k: this is intersecting, but too small

⇒ only left with the case g = xi , which is a star
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�2 Stability Results

II. Spectral Stability

Erd®s�Ko�Rado: Structure & Sparsi�cation



A question of stability

The extremal question

- Original question: what are the largest intersecting families

F ⊆
([n]
k

)
?

- Erd®s�Ko�Rado answers that quite thoroughly
I Gives the largest possible size
I Describes all optimal families

- Optimal families are trivial: ∩F∈FF 6= ∅

Nontrivial families

- Natural question: how large can a nontrivial intersecting family

be?

- Describe the structure of large intersecting families
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The Hilton�Milner Theorem

Theorem (Hilton�Milner, 1967)

If n > 2k , then the largest nontrivial intersecting family in
([n]
k

)
has

size
(n−1
k−1
)
−
(n−k−1

k−1
)

+ 1.

Construction
- Fix an element i ∈ [n], and a k-set T avoiding i

- Take all sets that contain i and intersect T , together with T

A full star A Hilton�Milner family
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More on Hilton�Milner

Theorem (Hilton�Milner, 1967)

If n > 2k , then the largest nontrivial intersecting family in
([n]
k

)
has

size
(n−1
k−1
)
−
(n−k−1

k−1
)

+ 1.

The bound

- We have
(n−k−1

k−1
)

= e−Θ(k2/n)(n−1
k−1
)

- ⇒ if k = o
(√

n
)
, then nontrivial families are tiny

- ⇒ if k = ω
(√

n
)
, there are relatively large nontrivial families

The extremal families
- Construction is as non-nontrivial as can be

I Removing a single set makes it trivial
I May be much smaller, but very close to trivial

- Other measures of nontriviality?
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More stability measures

Bounded Maximum Degree (Frankl, 1987)

Intersecting families with restricted maximum degree are much

smaller than stars

Large vertex cover number (Frankl, 1980)

The star has cover number 1. If we require the cover number to be

larger, the size of the intersecting family drops.

Diversity (Frankl, 1980; Kupavskii, 2017)

The diversity of an intersecting family is the minimum number of

sets that must be removed to make the family trivial. It has been

shown that the larger the diversity, the smaller the family.
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�3 The Spectral Approach

II. Spectral Stability

Erd®s�Ko�Rado: Structure & Sparsi�cation



Objectives

Large families

- We focus on intersecting families of size near
(n−1
k−1
)

- Use spectral arguments to reveal their structure

- Must they be close to trivial?

Revisiting Expander-Mixing

- Key equation: e(U) = d |U|2
2n +

∑
i≥2 λiα

2

i

- Previously: bounded λi from below by λn, solved for |U|
- Now: quantify the error when estimating
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Keeping an eye on errors
Idea
Instead of simply replacing λi with λn, we add a λi − λn correction

term separately

Edge distribution

We have
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A later approximation

Recall

e(U) =
d |U|2
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+

1

2
λn

(
|U| − |U|

2

n

)
+

1

2

∑
i≥2

(λi − λn)α2

i

Bounding the error

- We can now substitute our estimate for λi

- Observe that if λi = λn = η1, we obtain no contribution to the

error term

- ⇒ error term contribution only arises from components

outside the η0, η1 spaces

- ⇒ error comes from non-a�ne part of the characteristic vector

of U
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Analysing the error

Recall

e(U) =
d |U|2

2n
+

1

2
λn

(
|U| − |U|

2

n

)
+

1

2

∑
i :λi 6=λ1,λn

(λi − λn)α2
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Comparing to EKR

- When classifying maximum families, we saw that to have size(n−1
k−1
)
, a set family must have no error term at all

- Hence if |U| ≈
(n−1
k−1
)
, the error term must be small

- ⇒ the characteristic function is close (in `2-norm) to an a�ne

function

- Calculations can all be carried out explicitly, straightforward if

tedious
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Nearly-a�ne functions
A hopeful query

- Previous lemma: a�ne Boolean function ↔ star

- Nearly-a�ne function ↔ a family close to a star?

A disappointing, if vigorous, answer

- No!

- Consider f (~x) = max {x1, x2} � characteristic function of

union of stars with centres 1 and 2

- Close to the a�ne function h(~x) = x1 + x2
I Only di�er when x1 = x2 = 1, i.e. the intersection of the stars
I Only

(
n−2
k−2
)
such sets, very small compared to

(
n
k

)
I Does not cause great di�erence in the `2 norm

- However, a union of two stars is twice the size of one star �

very di�erent in structure
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Filmus to the rescue!

A�ne stability

- Filmus proved these maxima are the only obstacles

Theorem (Filmus, 2018)

If a Boolean function f : {0, 1}nk → {0, 1} is close to an a�ne

function, then there is some set S ⊆ [n] of bounded size such that

either f or 1− f is close to maxi∈S xi .

Proof ideas

- Uses the famous Friedgut�Kalai�Naor Theorem on

nearly-a�ne Boolean functions on the Hamming cube {0, 1}n

- Applies this theorem to random subcubes within {0, 1}nd
- Analyses random output to reach the conclusion
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Putting it all together

Recall

e(U) =
d |U|2

2n
+

1

2
λn

(
|U| − |U|

2

n

)
+

1

2

∑
i :λi 6=λ1,λn

(λi − λn)α2

i

Proving stability

- If our family is of size ≈
(n−1
k−1
)
, error term must be small

- ⇒ close to an a�ne function

- Filmus ⇒ close to a union of stars

- Since size is ≈
(n−1
k−1
)
, must be a single star
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Nearly-intersecting families

- Q: Where did we use the fact that F was intersecting?

- A: When substituting e(U) = 0

- 0 is not that special
I If we have a small number of edges, those can be added to the

error term

- ⇒ obtain stability for large families with relatively few disjoint

pairs
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The �nal outcome
Theorem (D.�Tran, 2016)

There is an absolute constant C > 1 such that if n and k are

positive integers satisfying n > 2k , and F ⊂
([n]
k

)
is a family of size

|F| = (1− α)
(n−1
k−1
)
with at most β

(n−1
k−1
)(n−k−1

k−1
)
disjoint pairs,

where max (2 |α| , |β|) ≤ n−2k
(20C)2n

, then there is a star S satisfying

|F∆S| ≤ C (α + 2β) n
n−2k

(n−1
k−1
)
.

Remarks

- Gives e�ective supersaturation bounds: large families (α < 0)

must have many disjoint pairs (β > 0)

- The bounds obtained can be sharp up to the constant

- Can be thought of as a removal lemma for disjoint pairs

- Friedgut and Regev proved a more general, but less

quantitative, removal lemma
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, then there is a star S satisfying

|F∆S| ≤ C (α + 2β) n
n−2k

(n−1
k−1
)
.

Remarks

- Gives e�ective supersaturation bounds: large families (α < 0)

must have many disjoint pairs (β > 0)

- The bounds obtained can be sharp up to the constant

- Can be thought of as a removal lemma for disjoint pairs

- Friedgut and Regev proved a more general, but less

quantitative, removal lemma
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